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Project Overview CVNN based Federated Learning for Multi-User Positioning
Project Goal: To develop a holistic wireless XR framework that utilizes mmWave for joint XR Project Goal: To develop a multi-user positioning framework that enables a server to train a
user movement detection and XR data transmission while satisfying the joint communication, positioning model without the transmissions of users’ CSI data.
computing, sensing, and XR service requirements. Convergence analysis of CVNN based Federated Learning

Theorem 1. Given the transmission indicators r* and m!, the optimal global FL model g, and
the learning h(n, t) = % the upper bound of E(J(g:+1) —J(g)) is

Thrust | designs novel complex neural

network based sensing methods that analzye Thrust lI: Joint XR Sensing

and Data Transmission

Thrust |I: Complex-value and
MmWave Signal based

_ ) complex-valued signals for XR user body = 1 — At-1 2( E
Sensing Method Design movement detection. The outcomes are Optimization - (](g ) _ ](g)) < ALTF (](g ) _ ](g)) L 1
Goal: Design novel mmWave used in Thrust Il to de.sig_n new collaborative | Ggal: Develop novel ML t+1 o 1 1—A ZN '
based wireless sensing methods R| L for XR network optimization. solutions for enabling energy F=9N—F (ZU |§Bt | £y ZU ‘SBt | £ )
for the detection of full-body Thrust Il provides spectrum and and communication efficient XR — u=11%ully u=11ulMy),
movement of XR users. computational resource information to sensing and data transmission. . _
P where EQ0_ B0 (EQY_, B |mt)) is the expected total training data samples of the

guide the algorithms of Thrust I. _
users that send real (Imaginary) component of the local model to the server.

Experiments and . .
: P Simulation Results

simulations to
0.92 "

evaluate and enhance | | | | | +ngl%ssll |
. . ] ea
Experimental Evaluation the performance of 09 0 el - - Imagcsl |
—e—[real, imag]

Thrust 11l provides Toward Untethered Extended Reality Through

experimental
validation and data to
improve the models

Wireless Sensing and Communications Co-design

S

- - i Fo — é —

and approaches of Goal: Implement the designed schemes in the collaborative RL et I\ - 5 Complex G|
| _ o & a
Thrusts | & II. Thrusts | and Il over advanced software framework of Thrust I goss AN - LoSNLos o ||, & 5
2 'CVNN - TOA est. o 2
platform and hardware testbeds at UM and AU. So0.84 RUNN-TOAest || 8
= g
=

-,ﬁ"'%? 0.82 1
WNS-3 4@y 57 _ .-

NS 0.87

7 B = S 110
Software platform Lo . | | — 0 | | | | |
(MRTK+ns-3) Hardware testbeds 0 50 100 150 200 250 0 50 100 150 200 250
Number of Epochs Number of Epochs '
Fig. 1: Overview of the proposed framework Fig. 4: CVNN vs. RVNN Fig. 5: Various CSI processing methods Fig. 6: Testbed

Complex-valued Neural Networks for User Positioning Semantic Communications for XR Image Transmission

Research Goal: We design novel complex-valued neural networks (CVNNSs) such as Project Goal: To design a novel semantic communication framework that enables a
complex number activation functions, and neural network layers. transmitter to 1) extract data meanings of the original data without neural
CVNN based Positioning Method: Each complex valued neuron can output two dependent network model training, and 2) select an appropriate semantic encoder model to meet both
variables. data transmission requirements (e.g., delay) and follow-up task requirements (e.g.,
« Case |: The output is x-axis and y-axis of the user position. classification accuracy).
» Case lI: The output is two dependent channel state information (CSl) features (i.e., time Semantic Encoder and Decoder Design: Contrastive language—image pre-training model
of signal arrival and LoS/NLoS signal classification) Problem Formulation and Simulation Results: Our goal is to optimize the follow-up task
| | performance (e.g., image regeneration or data classification) while meeting the delay and
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eroral (ki) < E, Fig. 7: Impacts of wireless noise on CLIP Fig. 8: Convergence
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